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Abstract. There is a tight, bidirectional connection between the formalism that defines how linguistic knowledge is stored and how this knowledge can be learned. In one direction, the formalism can be mapped onto an evaluation metric that allows the child to compare competing hypotheses given the input data. In the other direction, an evaluation metric can help the linguist to compare competing hypotheses about the formalism in which linguistic knowledge is written. In this preliminary note we explore this bidirectional connection in the domain of quantificational determiners (e.g., ‘every’ and ‘some’). We show how fixing an explicit format for representing the semantics of such elements – specifically, a variant of semantic automata – yields an evaluation metric, based on the principle of Minimum Description Length (MDL), that can serve as the basis for an unsupervised learner for such denotations. We then show how the MDL metric may provide a handle on the comparison of semantic automata with a competing representational format.

Keywords: quantificational determiners, learning, minimum description length, semantic automata.

1. Introduction

Early work in generative linguistics noted a tight, bidirectional connection between (a) the precise formalism that defines how linguistic knowledge is stored and (b) how this knowledge can be learned. The formalism can be mapped onto an evaluation metric – as in the simplicity metric of Chomsky and Halle 1968 (though other mappings exist, and below we will advocate a mapping that is somewhat different from that of early generative grammar) – that allows the child to compare competing hypotheses given the input data. This evaluation metric can then serve as part of a language acquisition device. And, in the opposite direction, a general evaluation metric can serve the linguist as a tool to compare competing hypotheses about the formalism in which linguistic knowledge is written (a point made in Halle 1978 and pursued further in works such as Baker 1979 and Dell 1981): two theories that are comparable in their ability to capture adult judgments might still make divergent predictions about learning when combined with a general evaluation metric. Early work on the bidirectional connection between representations and learning focused primarily on phonology (see especially Halle 1978 and Dell 1981), and to a lesser extent on syntax (see Baker 1979). But of course both the format for representations and the learning mechanism are important in semantics as well. In this paper we discuss the bidirectional connection between representation format and learning in semantics, focusing on the empirical domain of quantificational determiners (Q-dets): determiners of type $\langle et, < et, t \rangle$ such as ‘every’ and ‘some’. Since our focus is on learning, we will consider only Q-dets that might need to be acquired and stored and set aside expressions that may serve as Q-dets but are syntactically complex and therefore do not need to be lexically stored.

We start, in section 2, by considering the mapping from representations to evaluation metrics,
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and ultimately to learners. We show how by fixing a representational format – for concreteness, a variant of *semantic automata* (SA; van Benthem 1986) – we obtain a learner from positive evidence alone. We do not wish to argue for SA (or for any other particular formalism for that matter) in this paper. Rather, our goal is to present and motivate the learning approach. Specifically, the evaluation metric will be that of *Minimum Description Length* (MDL; Rissanen 1978), which balances two competing factors: (a) the complexity of the grammar; and (b) its fit to the data. (By doing so, MDL combines the perspectives of two other evaluation metrics that have been used within the generative tradition: the simplicity metric of Chomsky and Halle 1968, which minimizes the complexity of the grammar, and the subset principle advocated in later work such as Dell 1981 and Berwick 1985, which maximizes the fit of the grammar to the data. See Rasin and Katzir 2016 for discussion.) The resulting learner – very much in line with Piantadosi et al. (2012), who use MDL for an unsupervised learner for a different representation – will be an unsupervised learner for the variant of SA that we use.

In section 3 we then discuss the opposite direction, going from the MDL metric back to representations. Here we will attempt to compare SA to a different approach, which we will refer to as *building blocks* (BB). While the two approaches are hard to tease apart as the format for representing Q-dets, they are clearly different from one another, and finding a way to choose between them empirically can be significant. We will show how MDL might help in this task by outlining two kinds of cases in which the relative MDL scores assigned to certain Q-dets are different under SA and under BB, a difference that may translate into divergent learning-based predictions. Making the actual choice will be difficult, however, and in the present, preliminary (and highly programmatic) work we will have to content ourselves with a sketch of how a future comparison might be made.

### 2. From representations to learning

The present section shows how having an explicit format for storing knowledge provides a way to acquire such knowledge. As mentioned, we will illustrate this general point using lexical Q-dets (that is, Q-dets that need to acquired and stored, rather than constructed compositionally): in all our examples, the learner will see a given scenario – for example, one where some boxes are on the shelf and others are not – and hear a sentence such as ‘gleeb boxes are on the shelf’, where ‘gleeb’ is the target Q-det and can be assumed to be lexical and in need of being acquired and stored. (The denotations of ‘box’ and ‘shelf’ are taken to be known.) Throughout, we will
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2See Clark (1996) for an earlier discussion of learning in the context of SA. Differently from our learner, Clark’s proposal relies on instruction (through the notion of a *minimally adequate teacher* from Angluin 1987), which includes negative evidence. See Steinert-Threlkeld and Szymanik (2019) for a different framework for representing and learning Q-dets, based on artificial neural networks (and which the authors suggest might be similar to SAs in certain ways). Like Clark’s learner and differently from ours, Steinert-Threlkeld and Szymanik’s learner relies on negative evidence.

Like Piantadosi et al. (2012) and Steinert-Threlkeld and Szymanik (2019), the present paper presents an implemented learner that can be run on various input data. There is also a body of work on theoretical learnability results in various paradigms. In addition to Clark’s work of this kind includes Tiede’s (1999) and Paperno (2011), both of whom discuss classes of Q-dets that are identifiable in the limit in the sense of Gold (1967). Paperno (2011) also considers learnability within the framework of PAC-learning (Valiant 1984) and reaches mostly negative conclusions about learnability within this paradigm, and Magri (2015) uses PAC-learning to motivate certain restrictions on possible Q-dets. See also Schafer (2019) for a PAC-learning analysis of the learning approach of Piantadosi et al. (2016) which, while not directly about Q-dets, is very close to this domain.

3We state the discussion simplistically in terms of lexical storage of Q-dets. We hope that the discussion can be restated within a proper morphological theory but will not attempt to do so within the present paper.
assume that the input available to the child consists entirely of positive examples, with no
corrections or other forms of instruction. This is a conservative assumption, which makes the
learning task hard, and we note that the input to actual children might be richer and possibly
involve additional information, including certain forms of negative evidence. In particular,
Rasin and Aravind (2019) have examined the input to the child in the context of the acquisition
of the quantifier ‘every’ and found that, while the input included no systematic corrections
or other forms of semantic negative evidence that could directly inform the child that ‘every’
denotes a universal and not the more inclusive existential quantifier, it did include pragmatic
negative evidence that the child could potentially use.

Given familiar observations in the literature, we will focus only on Q-dets \( Q \) for which the
following two conditions hold\(^4\)

\[
(1) \quad \text{Assumptions about target Q-dets for the purposes of this paper:}
\]

a. \( Q(A)(B) \) can be determined based on \( |A \cap B| \) and \( |A \setminus B| \)

b. \( Q \) is first-order

We make the assumptions in (1) for convenience. While these assumptions do correspond to
various generalizations about attested lexical Q-dets across languages, it is far from clear that
they adequately characterize the kinds of Q-dets that children can acquire: as far as we can tell
there is not enough evidence currently available to evaluate such a claim.\(^5\)

In order to appreciate the significance to learning of using a concrete, explicit format for lexical
storage, we will start, in section 2.1, by probing intuitions about which denotations should be
acquired for a novel Q-det given a set of scenarios in the absence of such a format. We will
see that intuitions are sometimes reasonably clear about when a given hypothesis is better or
worse than a competing hypothesis given a set of data, based on considerations of simplicity.

\(^4\)See van Benthem 1986 for discussion of (1a). This restriction is often presented in terms of three familiar gen-
eralizations about monomorphic Q-dets: (a) that they (and also complex Q-dets) are conservative (that is, that
\( Q(A)(B) = 1 \) exactly when \( Q(A)(A \cap B) = 1 \); see Barwise and Cooper 1981 and Keenan and Stavi 1986); (b)
that they satisfy extension (that is, adding individuals to the domain beyond those already in \( A \) and \( B \) makes no
difference to \( Q(A)(B) \)); and (c) that they are isomorphism invariant (if we map the domain isomorphically to
another domain, \( Q(A)(B) \) does not change). Assumption (1b) might seem less obviously justified typologically
given the existence of the second-order Q-det ‘most’. See Hackl 2009 and Gajewski 2010, however, for argu-
ments that ‘most’ is morpho-syntactically complex, composed of ‘many’ and the superlative morpheme ‘-est’ (a
decomposition going back to Bresnan 1973).

\(^5\)Hunter and Lidz 2013 present an experiment in which children acquired a novel conservative Q-det but not a
non-conservative one (which is in line with (1a)), but see Spenader and de Villiers 2019 for experimental results
(both with children and with adults) that do not show a learning preference for conservative Q-dets. Either way, for
both assumptions in (1) further work is required in order to determine whether children can acquire generalization-
vviolating lexical Q-dets. If they can, then the assumptions are too restrictive to adequately characterize the learner’s
space of possible denotations.

It is also possible that the assumptions in (1) are not restrictive enough. In particular, while ‘many’ and numerals
such as ‘two’ have quantificational uses, it has been argued that they are fundamentally adjectives and achieve
their quantificational force compositionally, via type-shifting operations or composition with silent operators. See
Landman 2004 for detailed discussion and defense of this position, as well as relevant references. If true, this
would be compatible with a view on which the space of possible Q-dets is considerably smaller than the one
assumed here – possibly to the point where the learning problem for Q-dets becomes trivial.

Given the above, the characterization of the space of lexical Q-dets in (1) should be taken as highly tentative,
assumed as a concrete starting point but in need of much further work to clarify what Q-dets can actually be
represented and acquired by children.
However, using these considerations within an actual evaluation metric will require being explicit about the format of representations. This we will do in section 2.2, where we fix as our representational format a variant of SA. (As mentioned above, it is not our goal to argue for SA. Rather, we wish to present a particular approach to learning and to show how any reasonable representational format can serve as the basis for such learning.) With an explicit format for representations fixed, we will return, in section 2.3, to the data and hypotheses from our initial discussion and see how to talk about two notions of simplicity – simplicity of the grammar and simplicity of the encoding of the data given the grammar – that jointly contribute to the appropriateness of a grammar given the data. One way to combine the two notions of simplicity is through the MDL evaluation metric, which we introduce and motivate in section 2.4. Finally, section 2.5 presents our MDL learner.

2.1. Choosing between hypotheses
Suppose we hear the sentence ‘gleeb boxes are on the shelf’, with a novel monomorphic Q-det ‘gleeb’, in the context of various scenarios in which there are various boxes whose location (on the shelf or not on the shelf) can directly be determined. In order to encode such scenarios, let us assume that we have agreed on a way to enumerate the boxes in each case and that we use 1 to mark that a given box is on the shelf, 0 to mark that it is not, and # to mark that we have reached the end of the encoding of the current scene. For example, <1,0,1,#> will encode a scenario with exactly three boxes, where the first and third ones are on the shelf and the second one is not. For our present illustration, suppose that the scenarios under consideration are the following:

(2) Different scenarios exemplifying ‘gleeb boxes are on the shelf’
   a. <1,1,1,1,1,#>
   b. <1,0,1,1,0,0,#>
   c. <0,1,1,1,1,1,#>
   d. <1,0,0,1,1,1,0,1,1,1,0,0,0,#>
   e. <0,1,0,0,0,1,0,1,1,1,#>

What does ‘gleeb’ mean? Assuming a rich enough space of potential denotations such as the one defined by (1), there will always be infinitely many hypotheses that are compatible with any finite input data – here, with the scenarios in (2). However, some hypotheses will be better than others. Let us look at a few examples.

First, ‘gleeb’ might mean ‘any number of’ (zero or more). Informally speaking, this seems like a simple, natural kind of hypothesis. If we were to care only about the complexity of the hypothesis (as was done under the simplicity metric of early generative grammar), this hypothesis might be chosen. On the other hand, ‘any number of’ does not fit the observed data very tightly: it is overly inclusive and would be true of any scene, while our (small) corpus in (2) does not seem entirely random. For example, in each of the examples there are always at least some boxes on the shelf, a fact that becomes an accident under the hypothesis that ‘gleeb’ means ‘any number of’.

Consider next the following hypothesis: ‘gleeb’ might mean ‘exactly 3 or 5 or 6 or 8’. This is a considerably more restrictive hypothesis than ‘any number of’, and it fits the data very well. If we were to care only about fitting the data (as was done under the subset principle),
we might choose this hypothesis. On the other hand, ‘exactly 3 or 5 or 6 or 8’ feels like a very complex, unnatural hypothesis. If we were to see many further examples like those in (2), we might eventually want to adopt this restrictive but unnatural hypothesis. But given the small input sequence above, this seems unwarranted.

Finally, here is a better hypothesis than either of the above: ‘gleeb’ might mean ‘at least 3’. The hypothesis is still quite simple and natural, and yet it also fits the data quite well. It is a bit of a compromise on each front: it is somewhat less natural and simple than ‘any number of’, and it fits the data less tightly than ‘exactly 3 or 5 or 6 or 8’. But while less simple than ‘any number of’ it still seems reasonably simple, and while less restrictive than ‘exactly 3 or 5 or 6 or 8’ it is still reasonably restrictive, and of the three hypotheses under consideration it seems the most suitable overall given the data in (2).

The brief and informal discussion above suggests that balancing simplicity of hypothesis against restrictiveness (or goodness of fit to the data) might match our intuitions about the evaluation of hypotheses. It would be reasonable to consider it as a guiding principle for learning. But how do we measure simplicity and restrictiveness? To do that we will need to be more explicit about our representations than we have been so far.

2.2. Representing Q-dets using semantic automata

Here is one way to be explicit about representations, due to van Benthem (1986) and discussed further by Clark (1996), Steinert-Threlkeld and Icard (2013), and Szymanik (2016) among others. Recall from (1a) that we assume that for any lexical Q-det \(Q\), the value of \(Q(A)(B)\) can be determined based on \(|A \cap B|\) and \(|A \setminus B|\). For example, ‘some’ checks that the number of A’s that are B’s (represented as 1’s in the input sequence, as discussed above) is at least 1. And ‘every’ checks that the number of A’s that are not B’s (represented as 0’s in the input sequence) is 0. So we can represent monomorphemic Q-dets with a counting device that checks the cardinalities of the two sets. One kind of counting device that works in many cases – and that will suffice given our assumption in (1b) – is a finite-state automaton like the following:\(^6\)

\[\text{(3) An automaton for ‘at least 2’}\]

```
\begin{tikzpicture}[->, node distance=2cm, on grid]
  \node[state, initial, initial text=\text{start}] (q0) {q_0};
  \node[state] (q1) [right of=q0] {q_1};
  \node[state] (q2) [right of=q1] {q_2};
  \node[state, accepting] (qF) [right of=q2] {q_F};

  \path (q0) edge [loop above] node {0} ()
        (q0) edge [below] node {1} (q1)
        (q1) edge [below] node {1} (q2)
        (q2) edge [loop right] node {0, 1} ()
        (q2) edge [below] node {?} (qF);
\end{tikzpicture}
```

The automaton in (3) has four states, marked with circles and labeled \(q_0, q_1, q_2, \) and \(q_F\). One of these states, \(q_0\), is a start state, and another, \(q_F\) (marked with an extra circle), is an accept state. The automaton also has transitions between states: a 0 edge tells us where to go when we have a 0 in the input sequence (corresponding to an A that is not a B), a 1 edge tells us where to go when we have a 1 in the input sequence (corresponding to an A that is a B). The automaton above is a finite-state automaton that checks the cardinalities of the two sets.

\(^6\) See Hopcroft and Ullman (1979) and Sipser (2012) for introductions to the theory of automata. With van Benthem (1986) we take SA to be deterministic. However, as described below, we allow transitions that lead to an implicit sink state not to be encoded and not to count toward the costs associated with an automaton. We will omit the sink state and its transitions from our diagrams as well.

SA respect (1a) and therefore do not discriminate between input sequences based on the order of the 0’s and 1’s. This means that not every (deterministic) finite-state automaton is an SA. For example, an automaton that accepts the sequence \(<1, 0, \#>\) but rejects \(<0, 1, \#>\) is not a valid SA.
go when we see a 1 in the input sequence (an A that is a B), and a # edge tells us where to go at
the end of an input sequence. When we are at a given state and see an input symbol for which there
is no written edge – for example, if we are at $q_1$ and observe # as the next input symbol – this
should be thought of as an implicit transition to a sink state, not illustrated in the diagram,
from which we never recover. The automaton accepts an input sequence if it can parse that
sequence starting from the initial state, following the transitions according to the symbols in
the input sequence, and ending at an accept state. In the present case, for example, we accept
an input sequence consisting of a box that is not on the shelf, two boxes on the shelf, another
box not on the shelf, and end of sequence. More generally, the automaton in (3) accepts any
sequence with at least two boxes on the shelf.

2.3. Repeating hypothesis evaluation using SA
Let us repeat the hypothesis evaluation from section 2.1 but with the explicit representational
framework of SA. As we will see, having such a framework will allow us to make concrete the
notions of simplicity and restrictiveness, which we relied on informally above. First, consider
again the hypothesis that ‘gleeb’ for (2) means ‘any number of’. The SA corresponding to this
hypothesis is the following:

(4) SA for ‘any number of’

We can now see what ‘very simple’ means: the automaton is very small. If we write this
hypothesis as a computer program, using a programming language for SA, we will need very
little storage space. In such a language, we will write each hypothesis as an encoding of the
states and their transitions in a way that allows a reader to recover the original SA from the
description. The length of this encoding, written as $|G|$ and measured in bits, grows with the
number of states and transitions. In (4), given how few states and transitions the SA has, it will
be very short and cost only very few bits. So the grammar, $G$, is small.

What about restrictiveness? Here we should check how well $G$ describes the input data $D$.
Such a description is a sequence of instructions to $G$ that generate $D$. These instructions,
like the encoding of $G$, are provided in bits, and they depend on the optional choices in $G$.
Any deterministic transition in the SA is cost-free: no instruction is needed to tell the SA
to move along a given transition from a given state if this transition is the only one leaving
that state. A binary transition costs one bit, specifying which of the two transitions is to be
chosen. (We assume that there is a key for making such choices. For example, perhaps the key
specifies that if there is one 1-transition and one #-transition, then 0 encodes the former and 1
the latter.) If there are three transitions, additional bits are needed, and we will assume that in
such cases two bits encode each choice. (Perhaps the key specifies that for ternary branching
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7The # symbol is not part of the alphabet in van Benthem 1986.
8The sink state and the transitions leading to it are recoverable from the rest of the SA and therefore do not need
to be specified explicitly and do not contribute to the costs of encoding $G$.
9Implicit transitions to a sink state are ignored for the purpose of determining optionality and therefore do not
contribute to the costs of describing $D$ given $G$. 
states, 00 encodes the 0-transition, 01 the 1-transition, and 10 the #-transition.) The sequence of instructions for a given input sequence – starting from the initial state, progressing through the relevant states along the way while generating the symbols in the input sequence in order, and ending in a final state – is the concatenation of the instructions at each state. In the case of \(2a\) \((= <1,1,1,1,1,#>)\), for example, this will amount to five repetitions of the two-bit code for a 1-transition from \(q_0\) followed by the two-bit code for a #-transition from \(q_0\). For multiple input sequences, as in the whole of \(2\), the codes for the individual scenes are concatenated. We write \(D : G\) for the encoding of the input data \(D\) given the grammar \(G\), and we write \(|D : G|\) for its length in bits.

In the case of \(4\), \(|D : G|\) is quite high, since all symbols are produced through choices from the ternary-branching \(q_0\) and therefore cost two bits each. This is the consequence of \(G\) in \(4\) being overly inclusive, capable of capturing any input scene and therefore not telling the story of the particular \(D\) in \(2\) very well. We may expect that a more specialized SA, which is more selective in the sequences that it accepts, will allow at least some symbols in its accepted sequences to result from deterministic or binary-branching transitions and therefore cost fewer bits. In this way, restrictiveness becomes a kind of simplicity: not of the grammar but of the description of the data given the grammar.

Next, consider again ‘gleeb’ as ‘3, 5, 6, or 8’, but now with the following representation:

(5) SA for ‘exactly 3, 5, 6, or 8’

![Diagram of SA for 'exactly 3, 5, 6, or 8']

Using \(5\), \(D : G\) is much smaller than with \(4\). To encode \(2a\) \((= <1,1,1,1,1,#>)\), for example, we just need 1 bit for each of the first three boxes (since the branching at the relevant states—the first three ones—is all binary), and then 2 bits for the fourth box (since the branching at \(q_3\) is ternary), and then 1 bit for the fifth box (binary branching), and then 2 bits for the termination of the sequence (ternary branching). So for four of the boxes we would pay just 1 bit instead of 2. On the other hand, \(|G|\) is big, as can be seen by considering the encoding of the automaton, which would need to specify a relatively large number of states and their transitions.

Finally, ‘gleeb’ as ‘at least 3’ offers a good compromise, balancing between \(|G|\) and \(|D : G|\). Here is the automaton:

(6) SA for ‘at least 3’

\[\text{[5]}\] illustrates a potentially worrisome property of SA with respect to \(D : G\): differently from acceptance, which SA guarantee to be invariant to the order in which individuals are enumerated, \(|D : G|\) does in general depend on the order of individuals. For example, the sequence \(<0,1,1,1,#>\) will cost 6 bits using \([5]\) while \(<1,1,1,0,#>\) will cost 7 bits using the same SA.
2.4. Minimum Description Length

The balancing of $|G|$ and $|D : G|$ that we just discussed is at the heart of the principle of Minimum Description Length (MDL; Rissanen 1978, with roots in Solomonoff 1964), where we balance the two quantities by minimizing their sum, $|G| + |D : G|$. The approach, which is also very closely related to Bayesian induction, has been used for various learning and prediction tasks, including for natural language, in the works of Horning (1969), Berwick (1982), Rissanen and Ristad (1994), Stolcke (1994), Brent and Cartwright (1996), Grünwald (1996), and de Marcken (1996), among others. It formalizes the intuition we discussed regarding good hypotheses for Q-dets, and in section 2.5 we will show what needs to be added in order to turn it into an implemented unsupervised learner. Before that, however, we wish to briefly review several motivations for MDL as a reasonable null hypothesis for how we learn.

One reason to consider MDL seriously as the child’s learning criterion is that it comes almost for free, as discussed in Katzir 2014. Grammars are real cognitive objects. They need to be stored in memory, storage that follows the specifications provided by our innate programming language, and this storage takes up space. The amount of space taken up by the grammar is $|G|$. Moreover, we use $G$ to parse inputs, and an encoding of this parse – an understanding of the input data $D$ according to $G$ – is $D : G$. If we store this information, the amount of storage for this part is $|D : G|$. The MDL quantity $|G| + |D : G|$, then, is simply the overall amount of storage for the grammar and for the data as understood by the grammar. This, in turn, makes the MDL quantity available to the learner with what seems like very minimal stipulation. In order to use MDL to learn, all that is needed is the ability to compare this quantity for a current hypothesis and for a neighboring one and gradually move toward grammars that minimize the overall storage space, as we will do in the next section. We are not aware of competing proposals for learning that require fewer stipulations.

A second reason to consider MDL seriously is that it appears to work well in practice, supporting unsupervised learners for various linguistic frameworks. Rasin and Katzir (2016), for example, use MDL to learn whole phonological grammars within Optimality Theory (Prince and Smolensky 1993), including underlying representations, markedness and faithfulness constraints, and the ranking of those constraints. Rasin et al. (2018, 2019) provide a similar MDL learner for phonological grammars within rule-based phonology. In semantics, Piantadosi et al. (2012) use MDL for an unsupervised learner in a representational framework that is similar to one that we will consider below.\footnote{One way to think about the first two reasons above – an admittedly very speculative perspective, but one that combines the two considerations in a natural way – is in terms of evolution. If MDL is indeed as non-stipulative as suggested, the burden that it imposes on evolution is minimal. Evolution would need to provide a representational format that allows grammars to be stored and to be used for parsing inputs, but this much is presumably shared by all theories. Beyond that, only very little additional machinery would need to evolve to support MDL learning. Moreover, since MDL is such a general metric, it could have evolved at a stage in which the format for representing knowledge was different – perhaps much simpler – than in modern humans. Note that the same cannot be said for alternative learning approaches that involve various detailed procedural instructions and are therefore stipulative or that are specific to particular representational formats (e.g., constraint re-ranking in Optimality Theory).}
A third reason for considering MDL seriously is that its balancing of $|G|$ and $|D : G|$ seems to be in accord with the behavior of human participants in lab experiments. In particular, MDL – like the closely related Bayesian approach, which similarly balances the naturalness of hypotheses and their fit to the data – matches empirical results about generalization in lexical acquisition (Xu and Tenenbaum 2007), causation (Sobel et al. 2004), visual chunk detection (Orbán et al. 2008), and elsewhere.

2.5. An MDL learner

We now turn to an implemented unsupervised learner for Q-dets based on the MDL evaluation metric. All that is needed in order to turn the metric into a learner is the ability to read the input data $D$ and search the space of possible Q-dets for the grammar $G$ that minimizes the sum of $|G|$ and $|D : G|$. In general we cannot do this by brute force – the search space is too big. However, there are good, general optimization procedures that can handle complex search spaces. The learner that we discuss here uses simulated annealing (Kirkpatrick et al. 1983). We start from an initial grammar – the one for ‘any number of’ – and proceed by comparing the current grammar $G$ to a neighboring grammar $G'$ (derived from $G$ by certain simple operations) at each step. If $G'$ is better than $G$ in terms of description length, we switch to $G'$. If it is not, we might still switch to $G'$, depending on a random draw and on how much worse $G'$ is and how far along in the search we are – the worse $G'$ is and the further along we are, the less likely we are to switch.

Here are some snapshots from a simulation in which $D$ consists of 100 sequences conforming to ‘between 3 and 6’.

(7) Snapshots from a sample run for ‘between 3 and 6’

a. Initial hypothesis

b. Step 8

To simplify the search, we only consider SA in which transitions are of the following kinds: (a) loops from some state $q_i$ to itself; (b) transitions from $q_i$ to $q_{i+1}$; and transitions from $q_i$ to $q_F$. Transitions of the first two kinds are always labeled with either 0 or 1, and those of the third kind are always labeled with #. This choice rules out certain potential Q-det denotations, but we hope it does not affect the general discussion.

The probability of switching to a worse $G'$ is based on a temperature parameter, which decreases as the search progresses. In the examples mentioned below, the initial temperature is 100, the cooling factor by which the temperature is multiplied after each step is 0.99, and the threshold temperature for stopping the search is 1. For each simulation 64 annealing processes were run, and the result with the lowest MDL score of all runs was taken as the final SA. The code for the learner is available at https://gitlab.com/taucompling/semantic_automata.
The initial hypothesis, as mentioned, is the one for ‘any number of’, which is simple, overly inclusive, and very different from the target grammar. Gradually, hypotheses start moving toward the target grammar. $G_8$, representing ‘at least 1’, is already a small improvement: while it has more states and transitions than $G_0$ (so $|G_8| > |G_0|$), $|D : G_8| < |D : G_0|$ because the branching at $q_0$ of $G_8$ is only binary and not ternary. This results in a shorter encoding length for the first 1 and every 0 before it, each of which will now cost just one bit rather than two. Iteration 62 is a further improvement, with $G_{62}$ representing ‘at least 3’. For a small increase in $|G|$, $|D : G|$ decreases significantly: the branching in the first three states is now binary, which
allows much more of each input sequence that conforms to the Q-det to be encoded using one bit rather than two per input element. $G_{75}$ also corresponds to ‘at least 3’, though with a worse MDL score, illustrating how simulated annealing can sometimes move from better hypotheses to worse ones. This particular sub-optimal hypothesis is not maintained for long, however, and at iteration 86 the search has already reached the correct automaton $G_{86}$.

Here is a similar run with ‘none’, again with $D$ consisting of 100 sequences conforming to the Q-det (which, in the present case, mean sequences of zeros followed by #).

(8) Snapshots from a sample run for ‘none’

a. Initial hypothesis

![Initial hypothesis diagram]

b. Step 3

![Step 3 diagram]

c. Step 6 (Final hypothesis)

![Step 6 diagram]

This concludes our sketch of an unsupervised MDL learner for SA. We showed how fixing an explicit format for stored representations immediately yields an evaluation metric, based on the principle of MDL, that can serve as a central component of an unsupervised learner. Our goal was not to argue for the specific format that we used here (or any other particular format) but rather to highlight the mapping from explicit formats to an MDL learning criterion, a criterion that we suggested has certain appealing properties and that we believe makes sense as a starting point for modeling learning in humans.

3. From learning to representations

In the previous section we saw how fixing an explicit format for stored representations yields an evaluation metric, using the principle of MDL, that can then be used for an unsupervised
learner. The present section shows the opposite direction: how, with a general criterion such as MDL, one can reason about formats for stored representations.

3.1. The idea
An observation due to Halle (1978) is that with a general approach to learning we can take two competing theories of representation and compare them using their learning-based predictions. This idea was explored further in work by Baker (1979) and Dell (1981), but that work relied on the simplicity metric of early generative grammar that minimized $|G|$ alone. That metric did not work – by focusing only on $|G|$ it led to overly general grammars, as noted by Dell (1981) – and some of the conclusions of that work do not carry over to balanced learning criteria such as MDL. But the idea was valuable, and we can revisit it now using MDL: given two theories of representation we can consider the MDL predictions of both and see whether the predictions of one of the theories are better than those of the other in how they match the learning behavior of humans.\footnote{Emphatically, the goal is not to see which of the two theories yields better compression of the input data, a measure that as far as we can see is irrelevant to the evaluation of the theories.}

Theory comparison using MDL has been discussed in Katzir 2014 and Rasin and Katzir 2015, 2018, as well as Piantadosi et al. 2016. Here we will show a schematic outline of how such a comparison might be made in the empirical domain of Q-det denotations. Our goal is to show how different representational formats make different Q-dets costly or cheap in terms of MDL. We will not, however, be able to perform an actual comparison and make a choice between formats in the present paper.

3.2. Building blocks
In section 2 we discussed one representational format, namely our variant of SA. In what follows we will try to compare that framework with the following alternative, which we will call building blocks (BB), an approach loosely inspired by Keenan and Stavi (1986) and assumed in various later works on Q-dets (see, e.g., Hackl 2009, Piantadosi et al. 2012, and Katzir and Singh 2013). In BB, the representational framework provides various primitive operators and a grammar – in the toy example in (9), which we will assume for the discussion below, a context-free grammar – that determine how these primitives may combine.\footnote{A question that arises but that we will not be able to discuss here in any detail is how a BB grammar might relate to the grammar of morpho-syntax. For the present discussion we will assume that BB allows a complex structure to be written also for elements that appear to be morpho-syntactically simplex.}

(9) Sample BB grammar

\begin{align*}
    Q_{\text{det}} & \rightarrow \ Q\ \text{Num} \\
    Q & \rightarrow \neg Q \mid Q\ \text{Con}\ Q \mid Q_{\text{basic}} \\
    \text{Num} & \rightarrow \ \text{Num}\ \text{Con}\ \text{Num} \mid \text{Mod}\ \text{Num}_{\text{basic}} \mid \varepsilon \\
    Q_{\text{basic}} & \rightarrow \ \forall \mid \exists \\
    \text{Con} & \rightarrow \ \land \mid \lor \\
    \text{Mod} & \rightarrow \ \text{exactly} \mid \text{at least} \mid \text{at most} \\
    \text{Num}_{\text{basic}} & \rightarrow \ 0 \mid 1 \mid S\ \text{Num}_{\text{basic}}
\end{align*}

In the – highly simplistic – BB grammar in (9), Q-dets are built out of a quantificational subtree...
(Q, which is built as a boolean combination of existential and universal quantifiers) and a numerical subtree (Num). In the numerical subtree, multiple numerals can be represented, each with its own subtree. All numerals other than 0 and 1 must be generated through applications of the successor function S (for example, 2 can be represented as S 1 or as S S 0). Here for example is a derivation tree for a Q-det for ‘exactly 2 or exactly 5’ using [9].

(10) Derivation tree for ‘exactly 2 or exactly 5’

Note how we build this tree by multiple applications of grammar rules, including multiple applications of the successor function in the two relevant subtrees to get the numerals 2 and 5. These multiple and separate applications of the successor function in the two subtrees will be significant for the comparison of BB with SA.

As with SA, we will focus on BB as a format in which lexical Q-dets, which need to be learned and stored, can be written. The example above, for example, will interest us only if the Q-det that it expresses appears on the surface as simplex – e.g., ‘gleeb’ – and does not reveal its internal structure to the learner.

3.3. Outline of a possible comparison
Semantic automata and building blocks are very different representational formats. The choice between them seems meaningful and should be an empirical matter rather than one of theoretical taste. However, it is not easy to choose between them based on adult judgments alone. The present subsection outlines how MDL-learning might help, though as mentioned in the introduction we will only be able to provide a sketch of what a future comparison might look like.

The key to our comparison of the two frameworks will be the following observation, which we will make more concrete shortly. With SA, G grows with the highest cardinality that the Q-det cares about. Distinctions below that cardinality matter very little. With our grammar for BB, on the other hand, G may grow based also on distinctions below that highest cardinality. We can therefore look for a pair of Q-dets, Q and Q′, that care about the same highest cardinality and have the same |G| according to SA but not according to BB. And we can look for an input D that is ambiguous between the two Q-dets and results in the same |D : G| with both.

16 What matters for the present outlined comparison is the ability to share parts of the representation of numerals. SA have this ability, and the specific grammar for BB that we use does not. One can devise different BB grammars in which sharing is possible, for example by using the kind of multi-dominance structures that have sometimes been used in the syntactic literature (see McCawley 1982, Wilder 1999, and Bachrach and Katzir 2009 among others). The present comparison, then, concerns structure sharing rather than SA vs. BB per se. For presentational convenience we will keep discussing it in terms of the two representational frameworks.

17 To complete the discussion one needs to specify how |D : G| is computed within the two frameworks. For SA
will predict that subjects exposed to a $D$ of this kind will show no preference between $Q$ and $Q'$ (since both result in the same $|G| + |D : G|$) while BB predicts that such subjects will show a preference (specifically, for the Q-det that has a smaller $|G|$ under BB). Below are sketches of two cases where such comparisons might be made.\(^\text{18}\)

### 3.3.1. Q-dets for ‘all of exactly $n_1$ or exactly $n_2$’

First, consider a Q-det ‘gleeb’ denoting ‘all of exactly $n_1$ or exactly $n_2$’ for some $n_1 < n_2$, which we will write as $\forall [n_1 \lor n_2]$. For ‘gleeb’ meaning $\forall [2 \lor 5]$ (that is, ‘all of exactly 2 or exactly 5’), for example, ‘gleeb boxes are on the shelf’ will be true if there are exactly two boxes or exactly five boxes and if all those boxes are on the shelf; the sentence will be false otherwise.\(^\text{19}\)

With BB, Q-dets of this kind will be represented using a tree with two numerical subtrees, similarly to the two subtrees in slightly different kind of Q-det in (10) above. If $n_1$ grows or $n_2$ grows (or both), so will $G$. With SA, on the other hand, only $n_2$ affects the size of $G$. Different $n_1$’s change the shape of $G$ but not its size. For example, the SA for $\forall [2 \lor 5]$ in (11) has a different shape from the SA in (12) for $\forall [3 \lor 5]$, but the size of the two automata is the same. As to $|D : G|$, note that any individual input sequence (a single sequence of 0’s and 1’s followed by #) that conforms to a Q-det of this kind will always be the same: exactly 1 bit. This is so since, as can be seen from the SAs in (11) and (12), producing a licit sequence with such SAs requires exactly one, binary choice (exiting $q_2$ in (11) and exiting $q_3$ in (12)), while all other transitions are deterministic and cost nothing.

(11) \[ \text{SA for } \forall [2 \lor 5] \]

\[
\begin{array}{cccccccc}
\text{start} & \rightarrow & q_0 & 1 & q_1 & 1 & q_2 & 1 & q_3 & 1 & q_4 & 1 & q_5 & \rightarrow & qF
\end{array}
\]

(12) \[ \text{SA for } \forall [3 \lor 5] \]

\[
\begin{array}{cccccccc}
\text{start} & \rightarrow & q_0 & 1 & q_1 & 1 & q_2 & 1 & q_3 & 1 & q_4 & 1 & q_5 & \rightarrow & qF
\end{array}
\]

This seems straightforward, as we discussed above, since each SA specifies a way of parsing inputs. BB does not tell us how to parse inputs and thus makes it less clear how to compute $|D : G|$. Here we will assume that $|D : G|$ for BB is computed by translating a given Q-det into an SA for purposes of processing.

\(^{18}\)Other, more roundabout comparisons are also possible. For example, instead of comparing $Q$ and $Q'$ directly (through $D$ that is ambiguous between both), it might be more convenient to look at how each of the two Q-dets compares to a third one, for example the simple but non-restrictive $Q_0$=‘any number of’. Assuming that $Q$ and $Q'$ are complex but restrictive, MDL will prefer them to $Q_0$ if the input – here, not necessarily the same $D$ for the two Q-dets – is sufficiently large (in which case the benefits of the restrictive Q-dets in terms of $|D : G|$ will outweigh their disadvantage in terms of $|G|$) but not if it is very small (in which case $|G|$ will play a bigger role than $|D : G|$).

The amount of data that warrants moving from $Q_0$ to either $Q$ or $Q'$ depends, among other things, on the relative size of the two Q-dets, and if they have the same size under SA but different sizes under BB, we may again obtain divergent predictions for the two frameworks. The precise predictions in such cases, however, are somewhat more involved than in the case of a direct comparison of $Q$ and $Q'$ (in part because of the need to factor in $|D : G|$ under $Q_0$ for inputs corresponding to $Q$ and to $Q'$), and we will set such comparisons aside in what follows.

\(^{19}\)Such Q-dets are of course strange from a typological perspective. We know of no language that lexicalizes a Q-det of this kind. However, the restrictions in (11) make such Q-dets possible, and both SA and BB can represent them. If these are indeed possible lexical Q-dets – as might perhaps be tested in artificial grammar learning experiments – a separate account would be needed to explain why they are typologically unattested.
The above suggests a way to use Q-dets for $\forall[n_1 \lor n_2]$ to compare SA and BB. Consider two Q-dets, $Q = \forall[n_1 \lor n_2]$ and $Q' = \forall[n_1' \lor n_2]$, with $n_1 < n_1' < n_2$, and consider an input $D$ consisting of zero or more sequences of $n_2$ 1's followed by #. In the case of $\forall[2 \lor 5]$ and $\forall[3 \lor 5]$, for example, one possible $D$ is $<1,1,1,1,1,# >$. Such a $D$ is ambiguous between $Q$ and $Q'$ (among other hypotheses). According to SA, $Q$ and $Q'$ are equally good hypotheses given the data: as just discussed, the two automata are of equal size, while $D : G$ consists of exactly one bit per sequence in both cases, so $|G| + |D : G|$ is the same for both. According to BB, on the other hand, $Q$ is better than $Q'$ given $D$: $|D : G|$ is still the same for both, but now $|G|$ is smaller for $Q'$ since $n_1 < n_1'$. So all things being equal, SA predicts that Subjects who are exposed to $D$ will show no preference between $Q$ and $Q'$ while BB predicts that such subjects would prefer $Q$ to $Q'$. Probing such a preference experimentally may of course be difficult – the distance between the comparison just sketched and an actual experiment is big. Still, the expected difference in preferences illustrates the ability of MDL to yield divergent empirical predictions from competing theories of representation.

3.3.2. Connected vs. non-connected Q-dets

We now turn to a sketch of a second comparison, one that concerns the difference between connected Q-dets – that is, Q-dets that refer to a single, contiguous sequence of integers (e.g., ‘5, 6, or 7’) – and non-connected Q-dets (e.g., ‘2, 5, or 7’). With BB, connected Q-dets can have a smaller $G$ than non-connected ones. This is so since, depending on the primitives available on the specific theory of BB, it might be possible to avoid explicitly listing intermediate values in the connected case, while those in the non-connected case need to be explicitly enumerated. For example, the connected ‘5, 6, or 7’ can be represented as ‘at least 5 and at most 7’, without referring to 6. For the non-connected ‘2, 5, or 7’ no similar compact representations are available. The two BB structures are shown in (13) and (14).

(13) BB representation for ‘between 5 and 7’ (connected)

(14) BB representation for ‘2, 5, or 7’ (non-connected)
Under the variant of SA presented earlier, on the other hand, no similar shortcuts exist for connected Q-dets. A connected Q-det such as ‘5, 6, or 7’ and a non-connected one such as ‘2, 5, or 7’ have automata of different shapes but of the same size, as illustrated in (15) and (16).

(15) SA representation for ‘between 5 and 7’ (connected)

(16) SA representation for ‘2, 5, or 7’ (non-connected)

Analogously to what we suggested for ∀[n₁ ∨ n₂], we may consider two Q-dets, a connected Q and a non-connected Q’ that have the same |G| under SA but not under BB (where |G| is smaller for Q than for Q’). And we can construct an input D that is ambiguous between the two Q-dets (among other hypotheses) and has the same |D : G| for both. All things being equal, SA predicts that subjects exposed to D will show no preference for either of the two Q-dets over the other, while BB predicts that such subjects will prefer Q over Q’. (Again, probing this prediction experimentally may turn out to be non-trivial.)

4. Summary

How we write our stored representations and how we learn them are two important questions in any linguistic domain. Moreover, the two questions are intimately connected, as was noted in early work in generative linguistics. In this paper we outlined the connection in the domain of

Some suggestive evidence in this domain is provided by Chemla, Buccola, and Dautriche (2019), who show that connected quantificational denotations are easier to learn than non-connected ones (and see Chemla, Dautriche, Buccola, and Fagot 2019 for evidence for a similar connectedness bias in non-humans). However, their experiments were done within a paradigm that provides the learner with negative information, while the comparison that we outlined above relies on the learner encountering positive evidence alone. We can therefore not draw conclusions about the choice between SA and BB based on these results.
Q-det semantics. We showed how fixing an explicit format for stored representations – in our example, a variant of SA – yields an evaluation metric based on MDL, which we then turned into an unsupervised learner for Q-dets. We then considered the opposite direction, going from learning to representations, and outlined a possible comparison between SA and BB – two formats that differ from each other in substantial ways but that are both capable of representing Q-dets – based on MDL. We based the comparison on the observation that the two frameworks assign different MDL profiles to Q-dets in certain families. In particular, both the value of $n_1$ in ‘all of exactly $n_1$ or $n_2$’ (where $n_1 < n_2$) and the connectedness of Q-dets of a particular kind affect the $G$ part of the MDL metric $|G| + |D : G|$ under BB but not under SA.

In both directions, our outline is clearly very preliminary. For the first direction, from representations to learning, much further work is required to establish the actual input data that are available to the child, improve our understanding of the space of Q-dets that children can represent and learn, and compare children’s inferences to the predictions of MDL and other learning models. It also remains to be seen if and how MDL scales up to larger, more realistic corpora. In the other direction, from representations to learning, our sketch pointed at what we think is a promising direction for comparing competing frameworks, but we were not able to reach an actual comparison. Still, we hope that our outline is helpful in making explicit various issues involved in both directions and can be of use in future work in this domain.
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